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Abstract—We propose a control framework which can utilize
tactile information by exploiting the complementarity structure
of contact dynamics. Since many robotic tasks, like manipulation
and locomotion, are fundamentally based in making and breaking
contact with the environment, state-of-the-art control policies
struggle to deal with the hybrid nature of multi-contact motion.
Such controllers often rely heavily upon heuristics or, due to the
combinatorial structure in the dynamics, are unsuitable for real-
time control. Principled deployment of tactile sensors offers a
promising mechanism for stable and robust control, but modern
approaches often use this data in an ad hoc manner, for instance
to guide guarded moves. This framework can close the loop on
tactile sensors and it is non-combinatorial, enabling optimization
algorithms to automatically synthesize provably stable control
policies. We demonstrate this approach on multiple numerical
examples, including quasi-static friction problems and a high
dimensional problem with ten contacts. We also validate our
results on an experimental setup and show the effectiveness of
the proposed method on an underactuated multi-contact system.

Index Terms—Tactile feedback, optimization-based control,
bilinear matrix inequalities, force control

I. INTRODUCTION

IN recent years, robotic automation has excelled in dealing
with repetitive tasks in static and structured environments.

On the other hand, to achieve the promise of the field, robots
must perform efficiently in complex, unstructured environ-
ments that involve physical interaction between the robot and
the environment itself which has been an ongoing research
direction for many years [1], [2]. Furthermore, as compared
with traditional motion planning problems, tasks like dexterous
manipulation and legged locomotion fundamentally require
intentionally initiating contact with the environment to achieve
a positive result. To enable stable, and robust motion, it is
critically important to design policies that explicitly consider
the interaction between robot and environment.

Contact, however, is hybrid or multi-modal in nature, cap-
turing the effect of stick-slip transitions or making and break-
ing contact. Standard approaches to control often match the
hybrid dynamics with a hybrid or switching controller, where
one policy is associated with each mode. However, precise
identification of the hybrid events is difficult in practice,
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and switching controllers can be brittle, particularly local
to the switching surface, or require significant hand-tuning.
Model predictive control, closely related to this work, is one
approach that has been regularly applied to control through
contact, with notable successes. Due to the computational
complexity of hybrid model predictive control, most of these
approaches have not been demonstrated to work in real-
time for dynamic problems [3], [4]. Methods that work in
real-time must either approximate the hybrid dynamics (e.g.
[5]), or limit online control to a known mode sequence [6].
Most of these approaches do not provide stability guarantees.
Methods that provide guarantees [7] require significant online
computation time and have not been shown to work in real-
time applications.

While prior work has explored computational synthesis of
non-switching feedback policies [8], it does not incorporate
tactile sensing, and there are clear structural limits to smooth,
non-switching, state-based control. Here, we focus on offline
synthesis of a stabilizing feedback policy, eliminating the need
for intensive online calculations.

The need for contact-aware control is driven, in part, by
recent advances in tactile sensing (e.g [9], [10], [11], [12],
[13] and others). Given these advances, there has been ongoing
research to design control policies using tactile feedback for
tasks that require making and breaking contact. However,
these approaches are largely based on static assumptions, for
instance with guarded moves [14], or rely upon switching
controllers (e.g. [15], [16]). Other recent methods incorporate
tactile sensors within deep learning frameworks, though they
offer no guarantees on performance or stability [17], [18].

In this work, we present an optimization-based numerical
approach for designing control policies that use feedback on
the contact forces. The control policy combines regular state
feedback with tactile feedback in order to provably stabilize
systems with possibly non-unique solutions. Our controller
structure is non-combinatorial in nature and avoids enumer-
ating the exponential number of potential hybrid modes that
might arise from contact. More precisely, the contributions of
each contact are additive, rather than combinatorial. Inspired
by both prior work [8] and [19], we synthesize and verify
a corresponding non-smooth, piecewise quadratic Lyapunov
function. Additionally, we are able to explicitly define sparsity
patterns allowing us to design controllers for systems where
the full state information might be lacking, such as when
the state of an object is unknown but tactile information is
available.

The primary contribution of this paper is an algorithm for
synthesis of a control policy, utilizing state and force feed-
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back, which is provably stabilizing even during contact mode
transitions for systems with possibly non-unique solutions. To
achieve this, we choose a structure for controller and Lyapunov
function designed specifically to leverage the complementarity
structure of contact. While verification can be posed as a
convex optimization problem, control synthesis is inherently
harder. This problem is formulated and solved as a bilinear
matrix inequality (BMI).

A preliminary version of this paper was presented at the
International Conference on Robotics and Automation [20].
In this work, extensions are as follows.

1) The results are extended to a significantly broader class
of systems.
• The P-matrix assumption (Section II) is removed

which enables design for systems with non-unique
solutions (Section III).

• Models where there is a coupling between the
contact force and the control loop, including friction
models are discussed (Section III).

• Stability analysis (Section IV, Theorem 12) for this
broader class of systems is presented.

2) Better approximations for the sets used in S-procedure
(Section V, (14)) are introduced.

3) A polynomial optimization program (Section V, (27))
that can describe the non-unique solution sets of linear
complementarity problems is introduced.

4) Four new examples are presented. Three of them are
quasi-static friction models with non-unique contact
forces. The fourth is a high dimensional example with
eight states and ten contacts.

5) Results are verified on an experimental setup, and the
effectiveness of the proposed method is shown on the
task of stabilizing a cart-pole with soft walls.

II. BACKGROUND

We first introduce the definitions and notation used through-
out this work. For a positive integer l, l̄ denotes the set
{1, 2, . . . , l}. Given a matrix M ∈ Rk×l and two subsets I ⊆ k̄
and J ⊆ l̄, we define MIJ = (mij)i∈I,j∈J . For two vectors
a ∈ Rm and b ∈ Rm, the notation 0 ≤ a ⊥ b ≥ 0 is used
to denote that a ≥ 0, b ≥ 0, aT b = 0. The collection of all
absolutely continuous functions on a closed interval [α, β] is
denoted as AC([α, β]). The indeterminates are denoted with
bold vectors, e.g., x.

A. Linear Complementarity Systems

A standard approach to modeling robotic systems is through
the framework of rigid-body systems with contacts. The
continuous time dynamics can be modeled by manipulator
equations

M(q)v̇ + C(q, v) = Bu+ J(q)Tλ, (1)

where q represents the generalized coordinates, v represents
the generalized velocities, λ ∈ Rm represents the contact
forces, M(q) is the inertia matrix, C(q, v) represents the
combined Coriolis, centrifugal and gravitational terms, B

maps the control inputs u ∈ Rk into joint coordinates and
J(q) is the projection matrix (typically the contact Jacobian).

The model (1) is a hybrid dynamical system [21], [22]
where the number of modes scales exponentially with m
which arises from distinct combinations of contacts. One
approach to contact dynamics describes the forces using the
complementarity framework where the generalized coordinates
q, velocities v and contact forces λ satisfy a set of comple-
mentarity constraints:

λ ≥ 0, φ(q, v, λ) ≥ 0, φ(q, v, λ)Tλ = 0, (2)

where the function φ : Rp × Rm → Rm relates the position
and velocity of the robot with contact force ([23], [24],
[25], [26] for more details). The complementarity framework
is widespread within the robotics community and has been
commonly used to simulate contact dynamics [27], [28],
leveraged in trajectory optimization [29], stability analysis
[30], [31], adaptive control [32], passivity-based control [33],
[34], observer design [35], trajectory tracking [36], [37] and
feedback control [38], [39], [40] of rigid-body systems with
contacts.

The local behavior of (1) with the constraints (2) can be cap-
tured by linear complementarity systems [41], [42]. A linear
complementarity system is characterized by: Ā ∈ Rnx×nx ,
B ∈ Rnx×nk , D̄ ∈ Rnx×m, a ∈ Rnx , Ē ∈ Rm×nx ,
F̄ ∈ Rm×m, H ∈ Rm×nk , c ∈ Rm in the following way:

Definition 1: (Linear Complementarity System) A linear
complementarity system (LCS) describes the evolution of two
time-dependent trajectories x̄(t) ∈ Rnx and λ(t) ∈ Rm for a
given u(t) ∈ Rnk and x̄(0) such that

˙̄x = Āx̄+Bu+ D̄λ+ a,

0 ≤ λ ⊥ Ēx̄+ F̄ λ+Hu+ c ≥ 0,
(3)

where Ā determines the autonomous dynamics of the state
vector x̄, B models the effect of the input on the state, D̄
describes the effect of the contact forces on the state and a
models the constant forces acting on the state.
The matrices Ē, F̄ ,H1 and the vector c capture the rela-
tionship between the contact force λ, the state vector x̄
and the input u. Note that the contact forces λ are always
non-negative which holds for basic model of normal force
and slack variables are typically used to represent sign-
indefinite frictional forces. (3) implies that either λ = 0 or
Ēx̄+F̄ λ + Hu + c = 0, encoding the multi-modal dynamics
of contact. Due to this complementarity structure, an LCS
is a compact representation, as the variables and constraints
scale linearly with m, rather than with the potential 2m hybrid
modes [19], [43].

B. Linear Complementarity Problem

A linear complementarity system is an ordinary differential
equation (ODE) coupled with a variable that is the solution of a

1Even though the contact force λ does not depend on the input u in (2),
local approximations of (1) and (2) can lead to models where the contact
force depends on the input under the quasi-static assumption, e.g. [23], when
v depends on the input u and x = q. An important example where the
contact force depends on the input is quasi-static friction models (Sections
VI-D, VI-E, VI-F) and this affect is captured by the Hu term in the LCS.



3

linear complementarity problem. Since linear complementarity
problems play an important role in understanding and analyz-
ing the LCS, some definitions and results from the theory of
linear complementarity problems are summarized [44].

Definition 2: (Linear Complementarity Problem) Given
F ∈ Rm×m and a vector w ∈ Rm, the linear complementarity
problem LCP(w,F ) is the following mathematical program:

find λ ∈ Rm

subject to 0 ≤ λ ⊥ Fλ+ w ≥ 0. (4)

For a given F and w, the LCP may have multiple solutions or
none at all. Hence, the solution set of the linear complemen-
tarity problem LCP(w,F ) is

SOL(w,F ) = {λ : 0 ≤ λ ⊥ Fλ+ w ≥ 0}.

In this work, we will consider LCP’s where SOL(w,F ) can
have more than one element for a given F and w. As a special
case of this, we mention a particular class of LCP’s that are
guaranteed to have unique solutions.

Definition 3: (P-Matrix) A matrix F ∈ Rm×m is a P-matrix,
if the determinants of all of its principal sub-matrices are
positive; that is, det(Fαα) > 0 for all α ⊆ {1, . . . ,m}.
If F is a P-matrix, then the solution set SOL(w,F ) is a
singleton for any w ∈ Rm [45]. If the unique element of
SOL(w,F ) is ψ(w), then it is a piecewise linear function
in w ∈ Rm, hence is Lipschitz continuous and directionally
differentiable.

If F̄ is a P-matrix, one can represent an LCS in a more
compact manner. The linear complementarity system in (3) is
equivalent to the dynamical system

˙̄x = Āx̄+Bu+ D̄λ(x̄, u), (5)

where λ(x̄, u) corresponds to the unique element of
SOL(Ēx̄ + Hu + c, F̄ ) for every state vector x̄. Notice that
(5) is only a an alternative representation of (3) and still has
the same structure as the LCS.

C. Sum-of-squares

In this work (Section V, (27)), describing the non-unique
solution sets of LCP’s is posed as a question of non-negativity
of polynomials on basic semialgebraic sets. Towards this
direction, sum-of-squares (SOS) optimization is used.

A multivariate polynomial p(x) is a sum-of-squares (SOS)
if there exist polynomials qi(x) such that

p(x) =
∑
i

q2
i (x).

The existence of a sum-of-squares decomposition of a poly-
nomial can be decided by solving a semidefinite programming
feasibility problem [46], which is a convex optimization prob-
lem. We represent the semialgebraic conditions using the S-
procedure technique [47], [48]. For example, to show that [49]

f(x) ≥ 0, ∀x ∈ {z : g(z) ≥ 0, h(z) = 0},

it is sufficient to find polynomials σ1(x), σ2(x), q(x) s.t.

σ1(x)f(x)− σ2(x)g(x)− q(x)h(x) ≥ 0,

σ1(x)− 1 ≥ 0, (6)
σ2(x) ≥ 0.

If constraints are in the form of (6) and the objective function
is linear in the coefficients of any unknown/free polynomi-
als, then the optimization problem can be represented as a
semidefinite program (SDP) using the SOS relaxation.

III. LINEAR COMPLEMENTARITY SYSTEMS WITH TACTILE
FEEDBACK

In this section, we present a tactile feedback controller
where the input is dependent both on the state and the contact
force

(
u = u(x, λ)

)
, unlike the common approach of de-

signing controllers only using the state feedback,
(
u = u(x)

)
.

The section concludes with a description of complementarity
models with such tactile feedback controllers.

A. Tactile Feedback and Related Complementarity Models

We introduce the tactile feedback controller:

u(x̄, λ) = Kx̄+ Lλ, (7)

where K ∈ Rnk×nx and L ∈ Rnk×m. Using this control law,
(3) can be transformed into the following LCS:

ẋ = Ax+Dλ+ a,

0 ≤ λ ⊥ Ex+ Fλ+ c ≥ 0,
(8)

where A ∈ Rn×n, D ∈ Rn×m, a ∈ Rn, E ∈ Rm×n, F ∈
Rm×m, c ∈ Rm.

If the contact force does not depend on the input (H = 0),
then application of the control law (7) trivially produces (8)
with A = Ā+BK, D = D̄ +BL, E = Ē, and F = F̄ . In
this case, note that x = x̄ and n = nx.

Next, consider the case where the contact force depends on
the input (H 6= 0). Since the input u = u(x̄, λ) similarly
depends on the contact force, this introduces an algebraic
loop. One might attempt to resolve this loop by simultaneously
solving for both u and λ, leading to the closed-loop LCS:

ẋ = (Ā+BK)x+ (D̄ +BL)λ+ a,

0 ≤ λ ⊥ Ex+ Fλ+ c ≥ 0,

where x = x̄, E = Ē +HK and F = F̄ +HL. Observe that
the matrix F depends on the choice of the contact gain matrix
L. Due to this dependency, the cardinality of the solution set
SOL(Ex+c, F ) for a given x might change depending on the
value of L. This is illustrated via an example.

Example 4: Consider the complementarity constraint:

0 ≤ λ ⊥ x+ u+ λ ≥ 0,

where x, u, λ ∈ R. If u is independent of λ, observe that
SOL(x+u, F ) is a singleton for all pairs (x, u) since F = [1]
is a P-matrix. In this case, the contact force λo(x, u) is equal
to

λo(x, u) = max{0,−x− u}.
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However, for some choices of force-dependent inputs, this is
no longer the case. From u = Lλ, it follows that F = [1+L].
For the case L = −1, the LCP for the closed-loop system is

0 ≤ λ ⊥ x ≥ 0.

The solution set is then:

SOL(x, F = 0) =


{0} if x > 0,

[0,∞) if x = 0,

∅ if x < 0.

There are infinitely many solutions for x = 0 and no solutions
for x < 0.

Furthermore, resolving the algebraic loop by solving simul-
taneously for the contact force and the input is not physically
realistic since control policies can not instantaneously respond
to tactile measurements. As illustrated in Example 4, it is also
mathematically problematic. Therefore, we will use the stan-
dard approach of modeling delay. Specifically, the following
low-pass filter model captures the input delay:

τ̇ = κ(u− τ), (9)

where κ ∈ R+ is the rate parameter. Using the low-pass filter
model, we obtain the linear complementarity system:

˙̄x = Āx̄+Bτ + D̄λ+ a,

τ̇ = κ(u− τ),

0 ≤ λ ⊥ Ēx̄+ Fλ+Hτ + c ≥ 0,

(10)

Observe that the LCS model in (10) has the same form with
(8) with the input (7):

ẋ =

[
Ā B
κK −κI

]
x+,

[
D̄
κL

]
λ+

[
a
0

]
,

0 ≤ λ ⊥
[
Ē H

]
x+ Fλ+ c ≥ 0,

where x =
[
x̄T τT

]T
. Observe that the delay decouples u

and λ so the matrix F does not depend on the contact gain
matrix L. Notice that the state is augmented (n > nx) to
obtain (8). Alternatively, one could add delay to the sensor
dynamics:

τ̇s = κs(λ− τs).

While this approach would similarly resolve the algebraic
loop, in this work we found out that modeling input delay
produced better numerical results when combined with the
algorithmic approach in Section V.

Using the control format in (7), for notational compactness,
we will now exclusively consider closed-loop LCS in the form
of (8). As a result of filtering, the matrix F will be independent
of the tactile feedback gain L.

B. Solution Concept

We introduce a solution concept for complementarity sys-
tems (1) and (8) similar to ([50], Definition 3.6).

Definition 5: A pair of functions (x(t), λ(t)) is a solution
of the complementarity system,

ẋ = f(x, λ),

0 ≤ λ ⊥ Φ(x, λ) ≥ 0,

where f : Rn ×Rm → Rn and Φ : Rn ×Rm → Rm with the
initial condition x(0) = x0 if:

x(t) ∈ AC([0, T ]), ∀ T ≥ 0,

ẋ(t) = f(x(t), λ(t)) for almost all t ∈ R+,

0 ≤ λ(t) ⊥ Φ(x(t), λ(t)) ≥ 0 for almost all t ∈ R+,

λ(t) is almost everywhere differentiable.

It is important to note that we restrict ourselves to com-
plementarity systems where the state, x(t), is absolutely
continuous which is well-studied in the literature ([51], [52],
[34]). The models considered in this work have no jumps
(e.g. impact). Observe that λ(t) can be discontinuous and it is
assumed that λ(t) is almost everywhere differentiable moving
forward. Consider the following proposition by Camlibel et al.
[53]:

Proposition 6: For every x0, the LCS (8) has a unique C1

(hence absolutely continuous) trajectory x(t) defined for all
t ≥ 0 if and only if the set DSOL(Ex+ c, F ) is a singleton
for every x ∈ Rn.

Throughout this work, focus is on LCS models where
D̄SOL(Ex + c, F ) is a singleton. Note that unlike x(t), the
trajectory λ(t) is not necessarily unique which is observed
in friction models (Section VI). Recent results indicate that
it may, ultimately, be possible to eliminate this assumption
on D̄SOL(Ex + c, F ) [52], [54], though such exploration is
outside the scope of this work.

In Sections IV and V, this structure is leveraged to similarly
ensure that LSOL(Ex+c, F ) is a singleton for all x. Since we
consider models such that D̄SOL(Ex+c, F ) is a singleton and
F is independent of the controller (Section III), the condition
that LSOL(Ex + c, F ) is a singleton suffices to ensure that
DSOL(Ex + c, F ) is also a singleton. The trajectories of
the closed-loop system (8) remain absolutely continuous as
long as LSOL(Ex+ c, F ) is a singleton for all x (following
Proposition 6).

Moving forward, denote S(t0, x0) as the set of all trajecto-
ries x(t), with t ≥ t0, such that x(0) = x0. The dependency on
the LCS parameters is suppressed for ease of notation. Observe
that S(t0, x0) is also a singleton following Proposition 6 if
DSOL(Ex+ c, F ) is a singleton for every x.

IV. STABILIZATION OF THE LINEAR COMPLEMENTARITY
SYSTEM

In this section, conditions for stabilization using non-smooth
monontonic Lyapunov functions and contact-aware controllers
are constructed.

Notions of stability from [55] are adopted. If F is a P-
matrix, these are equivalent to the notions of stability for
differential equations where the right-hand side is Lipschitz
continuous, though possibly non-smooth [53], [56].

Definition 7: The equilibrium xe of LCS (8) is
1) stable in the sense of Lyapunov if, given any ε > 0,

there exists δ > 0 such that

||xe − x0|| < δ =⇒ ||x(t)− xe|| < ε ∀t ≥ 0

for any x0 and x(t) ∈ S(0, x0).
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2) asymptotically stable if it is stable and δ > 0 exists s.t.

||xe − x0|| < δ =⇒ lim
t→∞

x(t) = xe

for any x0 and x(t) ∈ S(0, x0).

A. Non-Smooth Lyapunov Function

In Lyapunov based analysis and synthesis methods, one de-
sires to search over a wide class of functions. Here, piecewise
quadratic Lyapunov functions are considered. They are more
expressive than a Lyapunov function common to all modes
(as was used in [8]), which makes it a more powerful choice
than a single quadratic Lyapunov function [57]. Towards
this direction, consider a variant of the Lyapunov function
introduced in [53]:

V (x, λ) = xTPx+ 2xTQλ+ λTRλ+ pTx+ rTλ+ z, (11)

where P ∈ Rn×n, Q ∈ Rn×m, R ∈ Rm×m, p ∈ Rn, r ∈ Rm,
and z ∈ R. The Lyapunov function (11) is quadratic in terms
of the pair (x, λ). If F is a P-matrix, it is piecewise quadratic in
x since λ = λ(x) is a piecewise affine function. For example,
if all contact forces are inactive, λ = 0, then V (x, λ(x)) =
xTPx+ pTx+ z. Even though V is non-smooth, it is locally
Lipschitz continuous with respect to x if F is a P-matrix [53].

If SOL(Ex + c, F ) is not a singleton then λ(t) can
be discontinuous in t due to the multi-valued nature of
SOL(Ex(t) + c, F ). Similarly, V (x(t), λ(t)) can be discon-
tinuous due to the terms QSOL(Ex(t) + c, F ), SOL(Ex(t) +
c, F )TRSOL(Ex(t) + c, F ) and rTSOL(Ex(t) + c, F ). Next,
it is shown that without appropriate restrictions, these disconti-
nuities imply that such functions V cannot be valid monotonic
Lyapunov functions.

Example 8: Consider the LCS:

ẋ = −x+ λ1 + λ2,

0 ≤ λ1 ⊥ x+ λ1 + λ2 ≥ 0,

0 ≤ λ2 ⊥ x+ λ1 + λ2 ≥ 0,

where x, λ1, λ2 ∈ R. As seen in Figure 1, the Lyapunov
function jumps at t = t∗ for a solution (x(t), λdec(t)) and
the Lyapunov function decreases (V (t∗+) > V (t∗−)). Then,
consider λinc(t) that jumps at t = t∗ where λinc− = λdec+ and
λinc+ = λdec− . The Lyapunov functions value increases after the
jump at t = t∗ for the solution (x(t), λinc(t)) by construction
as seen in Figure 1.

If the function V jumps at a time t∗ for one solution
and its value decreases, then another solution exists where V
jumps at t∗ and the function’s value increases as illustrated in
Example 8. Hence, the Lyapunov function cannot decrease
monotonically along all solutions due to the multi-valued
nature of SOL(Ex + c, F ). For this reason, we focus on
mappings W such that WSOL(Ex + c, F ) is single-valued.
Using such mappings, one can parameterize Q, R and r such
that QSOL(Ex(t)+c, F ), SOL(Ex(t)+c, F )TRSOL(Ex(t)+
c, F ) and rTSOL(Ex(t)+c, F ) are single-valued for all t even
when F is not a P-matrix.

Proposition 9: ([53], Proposition 3.9) Assume that
WSOL(q, F ) is a singleton for all q where W ∈ Rnw×m.

Fig. 1. Two different solutions for the Lyapunov function. For the solution
λdec, λdec

1 and λdec
2 represent the first and second elements of the solution

vector respectively (similarly for λinc).

Then, the map q 7→ WSOL(q, F ) is a continuous piecewise
linear function of q.
One can construct a Lyapunov function using a matrix W as
in Proposition 9 where QSOL(Ex+ c), RSOL(Ex+ c), and
rTSOL(Ex+ c) are singletons for all x ∈ Rn as follows:

V (x, λ) = xTPx+ 2xT Q̃Wλ+ λTWT R̃Wλ (12)

+ pTx+ r̃TWλ+ z,

where W ∈ Rnw×m, Q̃ ∈ Rn×nw , R̃ ∈ Rnw×nw , r̃ ∈ Rnw
and WSOL(Ex+ c, F ) is a singleton. Next, it is shown that
V is a non-smooth, continuous piecewise quadratic function
in x and is locally Lipschitz continuous which are helpful
properties in establishing stability results.

Lemma 10: The Lyapunov function2 V (x, λ(x)) as in (12)
is locally Lispchitz continuous in x. Furthermore, V̄ (t) =
V (x(t), λ(t)) ∈ AC([0, T ]) for all T ≥ 0 for the solutions
as in Definition 5.

Proof: Since Wλ(x) is Lipschitz continuous in x,
V (x, λ(x)) is locally Lispchitz continuous in x. Because x(t)
is absolutely continuous and V (x, λ(x)) is locally Lipschitz
continuous, V is absolutely continuous in time.
From this point onward, without loss of generality, the Lya-
punov function as defined in (12) is used. Observe that if F
is a P-matrix, one can trivially choose W = I . For many
practical examples, it is possible to find such a matrix W .
However, such a W is not guaranteed to exist when F is not
a P-matrix. In Section V-C, it is shown how to generate W
algorithmically.

Remark 11: Similar to the Lyapunov function, the input (7)
is not necessarily continuous in time. If one desires a controller
that is continuous in time, then the parametrization

u(x̄, λ) = Kx̄+ L̃Wλ, (13)

leads to a controller u that is continuous in time. As discussed
in Section VI-B, it is required that DSOL(Ex + c, F ) be a
singleton for all x. Therefore, we restrict the controller to be
of the form (13). For all of the examples in Section VI, the
parametrization L = L̃W is used.

2λ(x) is the set-valued function λ(x) = SOL(Ex+c,F).
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B. Conditions for Stabilization

Now, conditions for stability in the sense of Lyapunov are
constructed with the controller gains K and L as in (7), and the
piecewise quadratic Lyapunov function V . These conditions
will be the building blocks for the controller design method
proposed in Section V.

Theorem 12: Consider the linear complementarity system
(8), and the Lyapunov function (12) with W such that
WSOL(Ex + c, F ) is a singleton for all x. Assume there
exists a solution for every x0 and xe = 0 is an equilibrium.
If for all solutions (x(t), λ(t))3, there exist strictly positive
constants γ1, γ2, matrices K,L4 and a function V such that

γ1||x(t)||22 ≤ V (x(t), λ(t)) ≤ γ2||x(t)||22,

and dV̄ (t)
dt ≤ 0 for almost all t, then xe = 0 is Lyapunov

stable. Furthermore, if there exists a strictly positive constant
γ3 such that dV̄ (t)

dt ≤ −γ3||x(t)||22 for almost all t, then xe = 0
is exponentially stable.

Proof: Let the solution (x(t), λ(t)) be arbitrary. Follow-
ing Lemma 10, V̄ (t) is absolutely continuous and almost
everywhere differentiable on [0, T ] for all T . Then we have

V̄ (t) = V̄ (0) +

∫ t

0

˙̄V (s)ds ≤ V̄ (0),

since ˙̄V ≤ 0 for almost all t ∈ R+. Since V is bounded and
non-increasing, the rest follows from standard arguments for
Lyapunov stability.

In order to prove exponential stability, observe that
˙̄V (t) ≤ − γ3||x(t)||22. Hence, it follows that

||x(t)||22 ≤
1

γ1
V̄ (0)− γ3

γ1

∫ t

0

||x(s)||22ds.

Using Grönwall’s inequality, it follows that

||x(t)||22 ≤
1

γ1
V̄ (0)e−

γ3
γ1
t ≤ γ2

γ1
||x0||22e

− γ3γ1 t.

Hence we conclude that the equilibrium is exponentially
stable.

Theorem 12 establishes sufficient conditions to stabilize the
LCS in (8). In Section V, it is shown how Theorem 12 can be
used to algorithmically synthesize a controller. Next, observe
that an upper-bound always exists under certain assumptions.

Remark 13: If c ≥ 0 and z = 0, there exists a γ2 such that
V (x, λ) ≤ γ2||x||22 since Wλ(x) ≤ ρ||x||2 for all x for some
ρ.

For this special case, an upper-bound always exists and
one does not need to verify that V is upper-bounded when
algorithmically synthesizing a controller (Section V).

V. CONTROLLER DESIGN AS A BILINEAR MATRIX
INEQUALITY FEASIBILITY PROBLEM

Controller design for complementarity systems in the form
of BMI’s have been explored before for the case where F

3Dependence on x0 and LCS parameters is suppressed.
4 dV̄ (t)

dt
depends on K and L since ẋ is a function of K and L.

in (8) is zero and without tactile feedback (L = 0) [31].
In this section, these results are extended and it is shown
how Theorem 12 can be used to algorithmically synthesize
a controller when there is tactile feedback and the matrix F
is non-zero. Then, the controller design problem is converted
into a bilinear matrix inequality (BMI) feasibility problem. A
convex optimization program is proposed to find a matrix W
such that WSOL(Ex+ c, F ) is a singleton for all x.

A. Sufficient Conditions for Stabilization

The sufficient conditions in Theorem 12 need to be satisfied
for all solutions of the LCS (8). Now, we will transform
them into matrix inequalities over two basic semialgebraic sets
ΓSOL(E,F, c) and Γ′SOL(E,F, c). Define the set:

ΓSOL(E,F, c) = {(x,λ) : 0 ≤ λ ⊥ Ex+ c+ Fλ ≥ 0},

where (x,λ) ∈ ΓSOL(E,F, c) are represented as quadratic
inequalities. Similarly, define the following set:

Γ′SOL(E,F, c) = {(x,λ, λ̇)
∣∣∃ρ,µ : λ ∈ SOL(Ex+ c, F ),

Eẋ+ F λ̇+ ρ = 0, λiρi = 0, λ̇i + µi = 0, (14)

(ETi x+ FTi λ+ ci)µi = 0,µiρi = 0},

where ẋ = Ax + Dλ + a and µ,ρ are slack variables.
Here λ̇ expresses the time derivative of the force. Next, we
express the matrix inequalities over semialgebraic sets where
a method similar to construction of contact LCP’s in ([24],
Section 5.1.2.1) is used.

Proposition 14: If the inequalities

γ1||x||22 ≤ V (x,λ) ≤ γ2||x||22, ∀(x,λ) ∈ ΓSOL, (15)

∇xV (x,λ)T ẋ+∇λV (x,λ)T λ̇ ≤ 0, ∀(x,λ, λ̇) ∈ Γ′SOL,
(16)

hold for the LCS (8) where ẋ = Ax + Dλ + a, then the
following inequalities hold for all solutions (x(t), λ(t)) of the
LCS

γ1||x(t)||22 ≤ V (x(t), λ(t)) ≤ γ2||x(t)||22, (17)
d

dt
V (x(t), λ(t)) ≤ 0, (18)

for almost all t ≥ 0.
Proof: Consider an arbitrary solution, (x(t), λ(t)) of (8).

First we will show that (15) implies (17). From Definition 5,
it follows that λ(t) ∈ SOL(Ex + c, F ) and (x(t), λ(t)) ∈
ΓSOL(E,F, c) for almost all t ≥ 0. The result follows from
(15).

Next, we show that (16) implies (18). We show that

λ(t) ∈ SOL(Ex(t) + c, F ), (19)

λi(t) > 0 =⇒ ETi ẋ(t) + FTi λ̇(t) = 0, (20)

ETi x(t) + FTi λ(t) + ci > 0 =⇒ λ̇i(t) = 0, (21)

λi = 0
ETi x+ FTi λ+ c = 0

}
=⇒ λ̇i = 0 or

ETi ẋ+ FTi λ̇ = 0,
(22)

hold for almost all t ≥ 0 where dependency on t in (22) is
suppressed for space limitations, λ̇(t) = dλ

dt , and (19) directly
follows from the definition of solution.
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We define ni(t) = ETi x(t) + FTi λ(t) + c for notational
simplicity. To prove (20)-(22), observe that for almost all t ≥
0, there exists an ε > 0 such that both λi(t) and ni(t) are
continuous in the interval [t− ε, t+ ε]. For almost all t ≥ 0 if
λi(t) > 0, then ni(t) = 0 for a neighborhood around t hence
ETi ẋ(t) + FTi λ̇(t) = 0 and (20) follows. Similarly observe
that if ni(t) > 0, then λ(t) = 0 and λ̇(t) = 0 as in (21). (22)
follows from the the fact that both λi(t) and ni(t) cannot be
positive at the same time.

Suppose (19)-(22) hold at some time t∗ and consider x∗ =
x(t∗), λ∗ = λ(t∗), λ̇∗ = λ(t∗) and ẋ∗ = ẋ(t∗). We will show
that (x∗, λ∗, λ̇∗) ∈ Γ′SOL(E,F, c).

There are 3 cases. First consider the case where λi,∗ > 0
and therefore (ETi x∗ + FTi λ∗ + ci) = 0. Observe that all
equalities in (14) are satisfied with ρi,∗ = 0 and µi,∗ = −λ̇i,∗.

For the case where λi,∗ = 0 and (ETi x∗+FTi λ∗+ ci) > 0,
all equalities are satisfied with ρi,∗ = −ETi ẋ∗ − Fλ̇i,∗ and
µi,∗ = 0.

For the last case where both (ETi x∗+FTi λ∗+ci) = λi,∗ =
0, the equalities are satisfied with either ρi,∗ = 0, µi,∗ = −λ̇i,∗
or ρi,∗ = −ETi ẋ∗ − Fλ̇i,∗, µi,∗ = 0.

Since the implications hold for almost all t, we conclude
that (x(t), λ(t), λ̇(t)) ∈ Γ′SOL for almost all t ≥ 0. The result
follows from (16).

Following Proposition 14 and Theorem 12, if the matrix
inequalities (see Appendix A for the full derivation) over basic
semialgebraic sets (15), (16) are satisfied, one can conclude
that the equilibrium xe is Lyapunov stable. Similarly, one can
show that the equilibrium is exponentially stable if the left
side of (16) is upper-bounded by −γ3||x||22 as in Theorem 12.

B. Control Design

Now, the sets ΓSOL(E,F, c), Γ′SOL(E,F, c) are defined and
it is assumed that there is access to a matrix W . The BMI
feasibility problem with strictly positive constants γ1, γ2 and
non-negative γ3 can be formulated as:

find V (x,λ),K, L (23)

s.t. γ1||x||22 ≤ V (x,λ) ≤ γ2||x||22, (x,λ) ∈ ΓSOL(E,F, c),

dV

dt
≤ −γ3||x||22, (x,λ, λ̇) ∈ Γ′SOL(E,F, c),

with the function V (x,λ) as in (12) and

dV

dt
= 2xTP (Ax+Dλ+ a) + 2(Ax+Dλ+ a)T Q̃Wλ

+ 2xT Q̃Wλ̇+ 2λTWT R̃W λ̇+ pT ẋ+ r̃WT
i λ̇,

with the controller as in (13). Here, V encodes the non-
smoothness of the problem structure, mirroring the structure of
the LCS, and allow tactile feedback design without exponential
enumeration. This is an appealing middle ground between
the common Lyapunov function of our prior work [8], and
purely hybrid approaches [58], [7]. Whereas methods like
our prior work are more conservative than the proposed
method (Example 3.3., [53]), purely hybrid methods are less
conservative at the cost of additional computation. Here, it is
possible to assign a different Lyapunov function and a control
policy for each mode while avoiding mode enumeration so

the approach can scale to large number of contacts m unlike
purely hybrid approaches.

Notice that the inequality with dV
dt in (23) is a bilinear

matrix inequality because of the bilinear terms such as PA
where A as in (8) depends on the gain matrix K as discussed in
Section III. In (23), the problem of designing a control policy
is formulated as finding a feasible solution for a set of bilinear
matrix inequalities. The sets ΓSOL(E,F, c) and Γ′SOL(E,F, c)
are incorporated via the S-procedure.

C. Computing W via Polynomial Optimization

Until this point, it is assumed that there is access to a W
such that WSOL(Ex + c, F ) is a singleton for all x ∈ Rn.
If F is a P-matrix, one can always pick W = I since
SOL(Ex+ c, F ) is a singleton for any x as discussed earlier.
For the non-P case, one can always trivially pick W = 0 which
turns the Lyapunov function (12) into a common Lyapunov
function, and controller (7) into a non-switching state feedback
controller. On the other hand, it is clearly better to search over
a wider range of Lyapunov functions and controllers [57], [53].
Hence it is desired to maximize the rank of W . More precisely,
consider the following optimization problem:

max
W

rank(W )

subject to WSOL(q, F ) is a singleton for all q.

To solve this problem, an algorithm based in a sequence of
convex optimization problems is proposed. First, consider the
following sub-problem:

find
w

s.t. wTSOL(q, F ) is a singleton for all q, (24)

where w ∈ Rm. Using this sub-problem, we will construct
an algorithm to find matrices W . Notice that a w such that
|wT (λ1,q − λ2,q)| = 0 holds for all q, and all λ1,q, λ2,q ∈
SOL(q, F ) satisfies (24). Next, we demonstrate that it is
sufficient to satisfy |wT (λ1,q − λ2,q)| ≤ η for any η > 0
to satisfy (24).

Proposition 15: Suppose that for some w, the following
inequalities hold for all q, all λ1,q, λ2,q ∈ SOL(q, F ):

(η + wT (λ1,q − λ2,q))(λ
T
1,qλ1,q + λT2,qλ2,q) ≥ 0,

(η − wT (λ1,q − λ2,q))(λ
T
1,qλ1,q + λT2,qλ2,q) ≥ 0,

(25)

where η > 0 is a constant slack parameter. Then,
wTSOL(q, F ) is a singleton for all q.

Proof: Observe that

λ ∈ SOL(q, F ) =⇒ αλ ∈ SOL(αq, F ),

for all α ≥ 0. We will show that the positive homogeneity
property leads to:

|wT (λ1,q − λ2,q)| ≤ η ∀q =⇒ |wT (λ1,q − λ2,q)| = 0 ∀q.
(26)

Assume that there exists η∗ > 0 such that |wT (λ1,q∗ −
λ2,q∗)| = η∗ for some q∗. Pick α∗ > 0 such that α∗η∗ > η
and |wT (α∗λ1,q∗−α∗λ2,q∗)| = α∗η∗ > η. Due to the positive
homogeneity property, there exists λ1,αq∗ and λ2,αq∗ such
that |wT (λ1,αq∗ − λ2,αq∗)| = α∗η∗ > η. This leads to a
contradiction.
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Algorithm 1 Find W
Require: F

Initialization : N ← I , W = [ ], r = 1, w = 1
1: while min rTNTw 6= 0 do
2: r ∼ U(0, 1)
3: Solve (27) and obtain w
4: if min rTNTw < 0 then
5: W ←

[
W
wT

]
6: Calculate N based on N (W )
7: end if
8: end while
9: return W

Next, we consider q such that (λT1,qλ1,q + λT2,qλ2,q) > 0. It
follows from (25) that |wT (λ1,q−λ2,q)| ≤ η hence |wT (λ1,q−
λ2,q)| = 0. If (λT1,qλ1,q +λT2,qλ2,q) = 0, then λ1,q = λ2,q = 0
and it trivially holds that wTλ1,q = wTλ2,q . Therefore, for
any w such that (25) holds, wTλ1,q = wTλ2,q also holds for
all q. Hence, wTSOL(q, F ) is a singleton for all q.
Finding a w such that (25) holds can be reduced to a poly-
nomial optimization program (see Appendix B, (39)) and any
vector w that satisfies (25) also satisfies (24). Experimentally,
we found that use of the slack variable η was helpful to avoid
numerical difficulties in the solvers. The solvers (Mosek [59],
SeDuMi [60]) had trouble verifying the status of the problem
(feasible or infeasible) when η = 0. The (λT1,qλ1,q +λT2,qλ2,q)
terms in (25) are introduced because there are degree two S-
procedure terms (as shown in (39)) and the inequalities must
be at least degree two to use such S-procedure terms. Given
a matrix Wd ∈ Rs×m, one can utilize Proposition 15 in order
to find a vector w such that wTSOL(q, F ) is a singleton (for
all q) and wT is linearly independent with the rows of Wd.
Consider the optimization problem:

min
w,η

rTNTw (27)

subject to (η + wT (λ1 − λ2))(λT1 λ1 + λT2 λ2) ≥ 0,

(η − wT (λ1 − λ2))(λT1 λ1 + λT2 λ2) ≥ 0,

for λ1,λ2 ∈ SOL(q, F ),

|wi| ≤ 1, ∀i, η ≥ 0,

where r is a random vector with entries sampled from uniform
distribution (ri ∼ U(0, 1)), N is a basis for the nullspace
of Wd (N (Wd)), λ1,λ2, q are indeterminates, and the set
inclusion is incorporated via the S-procedure for the first two
inequalities (Appendix B, (40)). Randomness is introduced in
(27) in order to ensure that the objective function is almost
surely strictly negative. More precisely, a linear objective that
is strictly negative if any N such that Nw 6= 0 exists is
needed and projection onto a random vector r ensures this
with probability one.

Proposition 16: Consider Wd and the optimization (27). If
there exists a w such that the constraints hold, and wT is lin-
early independent with the rows of Wd, then min rTNTw < 0
almost surely.

Proof: Assume there exists a w that is feasible for
optimization problem (27) and wT is linearly independent with

Fig. 2. Benchmark problem: Regulation of the cart-pole system to the origin
with soft walls.

the rows of Wd. Then, ||NTw|| > 0 and rTNTw 6= 0 with
probability 1. By homogeneity, an optimal w∗ can be found
such that rTNTw∗ < 0.
We now introduce Algorithm 1 based on Proposition 16.
The algorithm almost surely finds a new linearly independent
vector that satisfies the constraints in (27) if it exists and termi-
nates when there are not any left. Notice that the randomization
process affects the outcome (W ) but we are only interested in
finding a W such that WSOL(q, F ) is a singleton for all q
hence this effect can be neglected.

VI. NUMERICAL EXAMPLES

In this paper, the YALMIP [61] toolbox and PENBMI
[62] are used to formulate and solve bilinear matrix inequal-
ities. SeDuMi [60] and Mosek [59] are used for solving the
semidefinite programs (SDPs). PATH [63] has been used to
solve the linear complementarity problems when performing
simulations. MATLAB’s stiff solver ’ode15s’ is used while
performing simulations of the LCS models and Euler’s method
with stepsize 10−4 is used for the nonlinear models. The code
for all examples is available5 and examples are provided with
a video depiction6. The experiments are done on a desktop
computer with the processor Intel i7-9700 and 16GB RAM.
We have reported the offline computation times for all of the
examples and emphasize that our controller only requires only
a few addition and multiplication operations when running
online and is applicable in real time context after the offline
computations are done.

A. Cart-Pole with Soft Walls

Consider the cart-pole system where the goal is to balance
the pole and regulate the cart to the center, where there are
frictionless walls, modeled via spring contacts, on both sides.
This problem, or a slight variation of it, has been used as a

benchmark in control through contact [7], [64], [65] and the
model is shown in Figure 2.

First, the model where there is no damping is analyzed. In
this model, the x1 is the position of the cart, x2 is the angle
of the pole, and x3, x4 are their respective time derivatives.

5https://github.com/AlpAydinoglu/cdesign
6https://www.youtube.com/watch?v=CpYZcinYuQM

https://github.com/AlpAydinoglu/cdesign
https://www.youtube.com/watch?v=CpYZcinYuQM
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Fig. 3. Performance of LQR and contact-aware policy starting from the same
initial condition for the cart-pole with soft walls example. LQR is unstable
whereas contact-aware policy is successful.

The input u1 is a force applied to the cart, and the contact
forces of the walls are represented with λ1 and λ2, leading to
the LCS

ẋ1 = x3, (28)
ẋ2 = x4, (29)

ẋ3 =
gmp

mc
x2 +

1

mc
u1, (30)

ẋ4 =
g(mc +mp)

lmc
x2 +

1

lmc
u1 +

1

lmp
λ1 −

1

lmp
λ2, (31)

0 ≤ λ1 ⊥ lx2 − x1 +
1

k1
λ1 + d ≥ 0,

0 ≤ λ2 ⊥ x1 − lx2 +
1

k2
λ2 + d ≥ 0,

where k1 = k2 = 10 are stiffness parameters of the soft
walls, g = 9.81 is the gravitational acceleration, mp = 0.1
is the mass of the pole, mc = 1 is the mass of the cart,
l = 0.5 is the length of the pole, and d = 0.1 represents
where the walls are. Observe that the model has absolutely
continuous solutions following Proposition 6. For this model,
we solve the feasibility problem (23) and find a controller
of the form u(x, λ) = Kx + Lλ that regulates the model

Fig. 4. Comparison of the LQR controller and contact-aware policy for
k1 = k2 = 100. The LQR controller fails to stabilize the system whereas
contact-aware policy is successful.

Fig. 5. Comparison of the LQR controller and contact-aware policy for
k1 = k2 = 1000. The LQR controller fails to stabilize the system whereas
contact-aware policy is successful.

to the origin with K =
[
3.69 −46.7 3.39 −5.71

]
and

L =
[
−13.98 13.98

]
. The algorithm succeeded in finding

a feasible controller in 0.72 seconds. Additionally, we have
tried to find a pure state feedback controller (L = 0) and,
as formulated, failed to find such a controller for 1000 trials
starting from different initial conditions. Due to the non-
convexity of the BMI, this does not guarantee that such a
controller-Lyapunov function pair does not exist, but demon-
strates that the optimization problem is harder to solve in more
conservative settings.

As a comparison, consider an LQR controller with penalty
on the state Q = 100I and penalty on the input R = 1
which is given as KLQR =

[
10 −91.77 16.28 −22.69

]
.

Both contact-aware and LQR controllers are tested on
the nonlinear plant for 100 initial conditions where
x2(0) = 0, and x1(0), x3(0), x4(0) are uniformly distributed
(10x1(0), 1

4x3(0), x4(0) ∼ U [−1, 1]). The LQR controller
was successful only 31% of the time, whereas our contact-
aware policy was successful 87% of the time. In Figure 3,
an example is presented where both LQR and contact-aware
policy start from the same initial conditions and LQR fails
whereas our policy is successful. Our method is compared
with LQR, which uses linearization and thus ignores potential
contact events. Our controller is a contact-aware analogue to

Fig. 6. Performance of tactile feedback controller with damping. Contact-
aware policy successfully stabilizes the nonlinear plant.
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Fig. 7. Simulation with contact-aware policy for partial state-feedback example. The plots on the top row show the input and the state variables (u(t), x(t))
for the time interval t = [0 60]. Second row demonstrates the time interval t = [0 10] for the same initial condition.

non-switching state-feedback controllers such as LQR. In our
comparison, the LQR controller acts as a stand-in for these
methods which do not explicitly consider the non-smooth
structure of the system.

Then, two different cases with higher stiffness values are
explored. First, a controller is designed for the case where
k1 = k2 = 100 with the controller gains:

K100 =
[
3.69 −48.78 2.36 −9.96

]
,

L100 =
[
−14.14 14.14

]
.

The performance of the contact-aware controller is demon-
strated against the previously designed LQR on the nonlinear
plant in Figure 4.

One more set of experiments is presented where k1 = k2 =
1000 and a controller is designed with the gains:

K1000 =
[
0.45 −40.23 0.86 −25.50

]
,

L1000 =
[
−14.14 14.14

]
.

The performance of the contact-aware controller is demon-
strated against the previously designed LQR on the nonlinear
plant in Figure 5. Notice that it is possible to design controllers
for stiffer contacts, but stiff, near-impulsive contact events
resolve very quickly and that measurement and rapid response
may not be practical.

Next, inspired by [66], consider the case where damping
term, b, is nonzero. The system dynamics are modeled as in
(28)-(31) with the following complementarity constraints:

0 ≤ λ1 ⊥ −kx1 + klx2 − bx3 + blx4 + kd+ λ1 + γ1 ≥ 0,

0 ≤ γ1 ⊥Mx1 −Mlx2 −Md+ γ1 ≥ 0,

0 ≤ λ2 ⊥ kx1 − lkx2 + bx3 − blx4 + kd+ λ2 + γ2 ≥ 0,

0 ≤ γ2 ⊥ −Mx1 +Mlx2 −Md+ γ2,

where a large positive constant M = 1000 is introduced and
the slack variables γ1 and γ2 to capture the affect of damper.
As M increases the model approximates the spring-damper
model [66] better. In this model, consider b = 1, k = 10,
mp = mc = 1, g = 9.81, l = 0.5, d = 0.1. For this model,
we solve the feasibility problem (23) and find a controller
of the form u(x, λ) = Kx + Lλ that regulates the model
to the origin with K =

[
8.47 −64.54 10.36 −9.69

]
and

L =
[
−4.8 0 4.76 0

]
in 384 seconds. The performance

of the controller is demonstrated on the nonlinear plant in
Figure 6.

B. Partial State Feedback

Consider a model that consists of three carts on a frictionless
surface as in Figure 8. The cart on the left is attached to a
pole and the cart in the middle makes contact via soft springs.
In this model, a spring only becomes active if the distance
between the outer block and the block in the middle is less
than some threshold. Here, x1, x2, x3 represent the positions
of the carts and x4 is the angle of the pole. The corresponding
LCS is

ẍ1 =
gmp

m1
x4 +

1

m1
u1 −

1

m1
λ1,

ẍ2 =
λ1

m2
− λ2

m2
,

ẍ3 =
λ2

m3
+
u2

m3
,

ẍ4 =
g(m1 +mp)

m1l
x4 +

u1

m1l
− 1

m1l
λ1,

0 ≤ λ1 ⊥ x2 − x1 +
1

k1
λ1 ≥ 0,
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Fig. 8. Regulation of carts to their respective origins without observation of
the middle cart.

0 ≤ λ2 ⊥ x3 − x2 +
1

k2
λ2 ≥ 0,

where the masses of the carts are m1 = m2 = m3 = 1, g =
9.81 is the gravitational acceleration, mp = 1.5 is the mass of
the pole, l = 0.5 is the length of the pole, and k1 = k2 = 20
are stiffness parameters of the springs. Observe that we have
control over the outer blocks, but do not have any control over
the block in the middle. Additionally, it is assumed that the
middle block is not observed, and one can only observe the
outer blocks and the contact forces. Notice that the model has
absolutely continuous solutions following Proposition 6.

For this example, the feasibility problem (23) takes 9.3 sec-
onds to solve with a controller of the form u(x, λ) = Kx+Lλ
where

K =

[
−2.8 0 6.6 −263.1 6.4 0 −2.1 −30.2
11.5 0 −12.1 12.1 2.6 0 −4.7 6.6

]
,

L =

[
−3.7 −0.6
−0.6 7.2

]
.

Notice that we enforce sparsity on the controller K and do
not use any feedback from the state x2 or its derivative ẋ2.
This example demonstrates that tactile feedback can be used
in scenarios where full state information is lacking and also
impact events can be used in order to stabilize the system. In
Figure 7, the performance of the controller is demonstrated.

C. Acrobot with Soft Joint Limits

As a third example, consider the classical underactuated
acrobot, a double pendulum with a single actuator at the elbow
(see [67] for the details of the acrobot dynamics). Additionally,
soft joint limits are added to the model. Hence we consider
the model in Figure 9:

ẋ = Ax+Bu+Dλ,

where x = (θ1, θ2, θ̇1, θ̇2), λ = (λ1, λ2), and D =

[
02×2

M−1JT

]
with JT =

[
−1 1
0 0

]
. For this model, the masses of the rods

are m1 = 0.5, m2 = 1, the lengths of the rods are l1 = 0.5,
l2 = 1, and the gravitational acceleration is g = 9.81. The soft
joint limits are modeled using the following complementarity
constraints:

0 ≤ d− θ1 +
1

k
λ1 ⊥ λ1 ≥ 0,

0 ≤ θ1 + d+
1

k
λ2 ⊥ λ2 ≥ 0,

Fig. 9. Acrobot with soft joint limits.

where k = 1 is the stiffness parameter and d = 0.2 is the
angle that represents the joint limits in terms of the angle θ1.
Observe that the model has absolutely continuous solutions,
x(t), following Proposition 6 since F is a P-matrix.

For this example, we solve the feasibility problem (23)
and obtain a controller of the form u(x, λ) = Kx + Lλ in
1.18 seconds with K =

[
73.07 38.11 30.41 18.95

]
and

L =
[
−4.13 4.13

]
. For comparison, we also designed an

LQR controller for the linear system where the penalty on the
state is Q = 100I and the penalty on the input is R = 1 which
is given as KLQR =

[
1476.3 851.68 548.81 334.43

]
.

100 trials were made on the nonlinear plant where initial
conditions were sampled according to x1(0) = x2(0) = 0 and
x3(0), x4(0) ∼ U [−0.05, 0.05]. Out of these 100 trials, LQR
was successful only 49% of the time whereas our design was
successful 87% of the time. In Figure 10, a case where LQR
fails and contact-aware policy is successful is presented.

D. Box with Friction

Consider a quasi-static model of a box on a surface, as in
Figure 11, where µ is the coefficient of friction between the

Fig. 10. Simulation of LQR and contact-aware policy starting from the same
initial condition for the acrobot with soft joint limits example. LQR is unstable
whereas contact-aware policy is successful.
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Fig. 11. Regulation task of a box standing on a surface with Coulomb friction.

box and the ground. Newtons’s second law is approximated
with a force balance equation with Coulomb friction and
damping. The goal is to regulate the box to the center. This
simple model serves as an example where F is not a P-matrix
and the complementarity constraints have a dependency on the
input u (H 6= 0). Here, x is the position of the box, u is the
input, λ+ is the positive component of the friction force, λ−
is the negative component of the friction force and γ is the
slack variable:

αẋ = u+ λ+ − λ−,
0 ≤ γ ⊥ µmg − λ+ − λ− ≥ 0,

0 ≤ λ+ ⊥ γ + u+ λ+ − λ− ≥ 0,

0 ≤ λ− ⊥ γ − u− λ+ + λ− ≥ 0,

where m = 1 is the mass of the box, g = 9.81 is the
gravitational acceleration µ = 0.1 is the friction coefficient,
and α = 4 is the damping coefficient. Input delay is modeled
with the low-pass filter:

αẋ = τ + λ+ − λ−,
τ̇ = κ(u− τ),

0 ≤ γ ⊥ µmg − λ+ − λ− ≥ 0,

0 ≤ λ+
t ⊥ γ + τ + λ+ − λ− ≥ 0,

0 ≤ λ−t ⊥ γ − τ − λ+ + λ− ≥ 0,

where κ = 100. Since F is not a P-matrix, we use Algorithm 1
and find W = [0 1 − 1] such that WSOL(q, F ) is a singleton
for all q in 8.09 seconds. For this example, W shows that the

Fig. 12. Simulation of box with friction example. The equilibrium is
Lyapunov stable and the state trajectory, x(t) does not reach origin because
of stiction.

Fig. 13. Regulation task of a 3 legged table.

net friction force, λ+ − λ− is always unique. Notice that the
x-trajectory, x(t) is unique, but the λ-trajectory, λ(t) is not.
Note that the closed-loop system has absolutely continuous
solutions following Proposition 6 since it is enforced that
LSOL(Ex+ c, F ) is a singleton.

We can solve the feasibility problem in (23) in 22 seconds
and find a controller of the form u(x, λ) = Kx + Lλ such
that the system is Lyapunov stable with K =

[
−10.58

]
and

L =
[
0 0.7 −0.7

]
. In Figure 12, the performance of the

controller is demonstrated.

E. Three Legged Table

We examine a variation of Example D and consider a three
legged table on a surface with Coulomb friction as in Figure
14. In this model, the coefficient of friction values (µ1, µ2, µ3)
are different for each leg of the table. The normal forces at
the legs of the table are denoted by (N1, N2, N3) and sum
of the normal forces are equal to the mass times gravitational
acceleration, mg. The net friction force is unique in static
situations but it is non-unique during sliding since individual
normal forces, Ni, are non-unique. The task is regulating
the three legged table to the center. Newton’s second law is
approximated with a force balance equation with Coulomb
friction and damping as in the previous example. In this model
x is the position of the box, τ is the output of the low-pass
filter, λ+ is the positive component of the friction force, λ−
is the negative component of the friction force, γ is the slack
variable, u is the force applied to the table:

αẋ = τ + λ+ − λ−, (32)
τ̇ = κ(u− τ), (33)
0 ≤ γ ⊥ µ1N1 + µ2N2 + µ3N3 − λ+ − λ− ≥ 0, (34)
0 ≤ λ+ ⊥ γ + τ + λ+ − λ− ≥ 0, (35)
0 ≤ λ− ⊥ γ − τ − λ+ + λ− ≥ 0, (36)
N1 +N2 +N3 = mg, (37)
N1, N2, N3 ≥ 0, (38)

where (µ1, µ2, µ3) = (0.1, 0.5, 1) are the coefficient of friction
parameters for the legs of the table, m = 1 is the mass of the
box, g = 9.81 is the gravitational acceleration, α = 4 is the
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Fig. 14. Simulation of three legged table example for the nor-
mal forces N(t) = [4.0910, 4.1195, 1.5995] for t ∈ [0, 0.2992),
N(t) = [5.4033, 3.1206, 1.2861] for t ∈ [0.2992, 0.5455) and N(t) =
[9.4866, 0.1770, 0.1464] for t ∈ [0.5455,∞).

damping coefficient, and κ = 100 is the filter coefficient. The
constraints (37) and (38) are exchanged with:

0 ≤ N1 ⊥ −mg +N1 +N2 +N3 ≥ 0,

0 ≤ N2 ⊥ −mg +N1 +N2 +N3 ≥ 0,

0 ≤ N3 ⊥ −mg +N1 +N2 +N3 ≥ 0,

to be consistent with the framework. Note that extending
the framework to LCS models with additional equality and
inequality constraints as in (32)-(38) is straightforward but it
is omitted for brevity.

After using Algorithm 1, we find that W = [0 0 0 1 1 1]
in 242.8 minutes. Observe that one can solve a smaller sized
polynomial optimization that only includes N1, N2, N3 in 3.08
seconds as the variables are decoupled from γ, λ+, λ− and
reach the same result. W shows that N1 +N2 +N3 is unique,
as expected since N1 +N2 +N3 = mg. Note that Wλ = mg
is a constant and the Lyapunov function (12) reduces to a
common Lyapunov function. Based on the structure of W ,
unlike the previous example, the net force λ+ − λ− is not
unique which is also expected due to the non-unique nature
of normal forces. Notice that both the x-trajectory, x(t) and
λ-trajectory, λ(t) are non-unique. The model has absolutely
continuous solutions, x(t) and τ(t), for fixed N1, N2, N3

following Proposition 6. For this example, we only consider
the case where N1(t), N2(t), N3(t) are bounded piecewise
constant functions with finitely many pieces hence x(t) and
τ(t) are absolutely continuous.

The feasibility problem (23) is solved in 19 seconds and a
controller of the form u(x, λ) = Kx+ Lλ is found such that
the origin is Lyapunov stable with K =

[
−20.75

]
and L =[

0 0.36 −0.36 0 0 0
]
. The trajectories of the closed

loop system are always absolutely continuous since we enforce
that LSOL(Ex + c, F ) is a singleton for fixed, arbitrary N1,
N2 and N3. In Figure 14, observe that the force applied to the
system (τ ) is continuous even though u is not, due to the low-
pass filter. The origin is Lyapunov stable and the trajectory
does not reach origin because of stiction.

Fig. 15. 2D manipulation task where the goal is to regulate the position of
the box on a surface with friction.

F. 2D Simple Manipulation

Consider a quasi-static model of a box on a surface with
friction parameter µ and two robotic arms that can interact
with the box as in Figure 15. Similar to the previous example,
the force balance equation is used with Coulomb friction and
damping to model the dynamics of the box. The velocity of
the manipulators can be controlled directly with delayed inputs
τ1 and τ2. In this model x1, x2, x3 represent the positions
of the box, the left manipulator and the right manipulator
respectively. The contact forces λ1 and λ2 are non-zero if
and only if the distance between the manipulators and the box
is less than some threshold. The friction force consists of a
positive component λ+ and a negative component λ−. We
assume that we can not observe anything related to the box
except the contact force between the manipulators and the box.
The task is to regulate the box to the origin using the model:

αẋ1 = λ1 − λ2 + λ+ − λ−,
ẋ2 = τ1,

ẋ3 = τ2,

τ̇1 = κ(u1 − τ1),

τ̇2 = κ(u2 − τ2),

0 ≤ λ1 ⊥ x1 − x2 +
1

k
λ1 ≥ 0,

0 ≤ λ2 ⊥ x3 − x1 +
1

k
λ2 ≥ 0,

0 ≤ γ ⊥ µmg − λ+ − λ− ≥ 0,

0 ≤ λ+ ⊥ γ + λ1 − λ2 + λ+ − λ− ≥ 0,

0 ≤ λ− ⊥ γ − λ1 + λ2 − λ+ + λ− ≥ 0,

where κ = 100, µ = 0.1, m = 1, g = 9.81, α = 1, and
k = 100. Since, F is not a P-matrix, we can construct the W
matrix using the result in Example VI-D and obtain

W =

1 0 0 0 0
0 1 0 0 0
0 0 0 1 −1

 .
Observing W , the net friction force, λ+ − λ−, is unique.
The contact forces between the manipulators and the box,
λ1, λ2 are also unique. Note that the closed-loop system has
absolutely continuous solutions following Proposition 6 since
it is enforced that LSOL(Ex+ c, F ) is a singleton.

Then we solve the optimization problem to find a controller
that asymptotically stabilizes the system to a small ball around
the origin B = {x : xTx ≤ 0.1}. The optimization problem
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Fig. 16. Simulation results for 2D simple manipulation example. The forces
applied to the box (τ ) are smooth even though u is not, due to the low-pass
filter model.

finds a result in 7.06 minutes and a controller of the form
u(x, λ) = Kx+Lλ that stabilizes the system is obtained with

K =

[
0 −2.33 −0.82
0 −0.89 −2.44

]
, L =

[
−0.26 0.06 0 0 0
−0.06 0.27 0 0 0

]
.

This example shows that the contact-aware policy can be
used for systems with non-unique contact forces, e.g., quasi-
static friction, where we do not have full state information. In
Figure 16, we demonstrate the performance of the controller.

G. Four Carts

As our last example, consider the system in Figure 17.
Here, (xi, yi) gives the position of the cart i. We approximate
Newton’s second law with a force balance equation for each
cart. The contact forces λ1, λ2, λ7, λ8, λ9 and λ10 are soft
contacts that are represented by the springs and are non-zero if
the objects are closer than a threshold. The forces λ3, λ4, λ5

and λ6 approximate attractive magnetic forces between the
carts and the walls and similarly are non-zero if the distance
between the carts and the walls is less than a threshold. The red
arrows represent the input forces that can be applied to carts.
We model this system with n = 8 states, and m = 10 contacts

Fig. 17. Four carts example. The inputs that are applied to carts are
represented by the red arrows.

Fig. 18. Simulation of four carts example. The state trajectory, x(t),
asymptotically converges to the origin.

where our goal is to show the performance of the proposed
method on a high dimensional under-actuated example that is
unstable without any control action. The model parameters are
A = 08×8, c = 010×1, F = I10×10,

B =




1 0
0 0
0 1
0 0

 04×3

03×4 I3×3

 ,

D =



0 0 0 0 −1 0 0 0 0 −1
−1 0 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0 0 1
0 −1 0 0 0 0 0 1 0 0
0 0 0 0 0 −1 0 0 −1 0
0 0 0 0 0 0 −1 0 0 0
0 0 0 1 0 0 0 0 1 0
0 0 0 0 0 0 0 −1 0 0


,

E =



0 −1 0 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 0 0 0 −1 0
1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 1 0 0 0 −1 0 0
0 0 0 1 0 0 0 −1
0 0 0 0 −1 0 1 0
−1 0 1 0 0 0 0 0


.

Observe that the model has absolutely continuous solutions
following Proposition 6. A controller of the form u(x, λ) =
Kx + Lλ that stabilizes the system can be found. For this
example, and higher dimensional examples in general, the
initialization of the K and L matrices have a significant affect
on the success of the algorithm. We initialized elements of K
with sampling from uniform distribution (Kij ∼ U [−100, 0]).
For one successful case, the algorithm terminates in 6 minutes
and 58 seconds, but we also needed to run the algorithm
approximately 20 hours with random seeds to obtain a suc-
cessful result. In Figure 18, we present the performance of the
controller.
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Fig. 19. Experimental setup for cart-pole with soft walls.

VII. EXPERIMENTAL VALIDATION

We demonstrate our contact-aware feedback controller on
an experimental cart-pole system with soft walls shown in
Figure 19, replicating the system from Section VI-A. To
generate linear motion of the cart, a DC motor is used with
a belt drive. Linear motion of the cart was driven by torque-
controlled DC motor and incremental encoders measured the
positions of the cart and pole. We added soft walls and tactile
sensing capabilities; open-cell polyurethane foam was used
for the walls, and a ’Flintec PC42 Single Point Load Cell’
was used to measure the force exerted on the walls by the
pole. Alternatively, sensors could have been placed on the pole
itself.

A. System Model

We take the gravitational acceleration as g = 9.81, mass
of the pole as mp = 0.35, mass of the cart as mc = 0.978,
length of the center of mass location as lCoM = 0.4267, the
distance to the walls as d = 0.35 and and length of the pole
as lp = 0.6. After experimental trials, we identified the spring
constant k = 700 and neglect the damping term (b = 0). The
parameters of the LCS model are:

A =


0 0 1 0
0 0 0 1
0 3.51 0 0
0 22.2 0 0

 , B =


0
0

1.02
1.7,



D =


0 0
0 0
0 0

4.7619 −4.7619

 , E =

[
−1 0.6 0 0
1 −0.6 0 0,

]
,

F =

[
0.0014 0

0 0.0014

]
, c =

[
0.35
0.35

]
.

B. Experiments

Three sets of experiments are performed. For the first two,
our method is compared against an LQR controller where
KLQR =

[
3.16 −40.78 4.3 −7.67

]
. The contact-aware

policy is designed such that K = KLQR is enforced and a
contact gain matrix L =

[
−10.02 10.02

]
is found. It may be

Fig. 20. Experiment 1 - Trajectories around the impact event for all 6 trials.
Blue represents contact-aware policy, red represents LQR, solid lines represent
the respective means and shaded regions represent standard deviation. State
distribution before the impact events are similar (≈ 2 cm difference in cart
position and ≈ 1 degree difference in pole angle). The velocity of the cart
(x3) is significantly higher for contact-aware policy after the impact.

impossible to find a contact gain L with a fixed K in general,
but K = KLQR was enforced for a more fair comparison with
LQR. If we let the BMI design search for both K and L,
we can potentially get a better solution, though BMI enforces
stability versus optimality. Then, we perform between 6 and
10 trial experiments depending on the setup, after which we
observed deterioration of the experimental setup due to the
violence of the impact events that occurred when the LQR
controller failed to stabilize the system. While performing
these experiments, sensor readings below 1 N are considered
as 0 N to neglect the effect of oscillations that occur after the
impact events. For the third experiment, we repeat Experiment
1 without thresholds on the sensor readings.

a) Experiment 1: We execute balancing controllers
which attempt to stabilize the system to the origin and evaluate
their performance by introducing large perturbations that lead
to contact events. First, the system is started in the upright
position at the right wall, xT0 =

[
0.35 0 0 0

]
. Then, a

control input7 is applied such that the pole impacts the left
wall with high speed and close to upright position.

We repeated this experiment 6 times for both policies. In
Figure 20, we demonstrate that the initial conditions for all
trials (at t = 5.7) are similar. The mean difference is 0.05,
0.01, 0.01, 0.04 respectively for x1, x2, x3, x4. The LQR
policy failed in all (0/6) of the trials whereas contact-aware
policy was always successful (6/6). Since the policies are
identical when not in contact, we focus our analysis and
plots on the brief time windows (t = [5.7, 6.2] as in Figure
20) which contain impact events. The contact-aware policy
results in a significant increase in cart velocity (during the
impact event) in order to catch the falling pole (the mean cart
velocity for contact-aware policy is 2.76 m/s higher than LQR
at t = 6.2). Similarly, the mean angular velocity of the pole

7We apply the control input u = K(x − xs) where xTs =[
0 0.35 0 0

]
; hence, the cart moves towards the left wall; then, we

switch back to xTs =
[
0 0 0 0

]
.
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Fig. 21. Experiment 1 - Blue represents the contact-aware policy and red represents LQR. Contact-aware policy (u) starts pushing the cart in the positive
direction aggressively as soon as impact starts (λ2) in order to catch the falling pole causing a big increase in the cart velocity (x3). As a result of contact-aware
policy, the angular speed of pole is closer to zero (x4). The contact-aware policy also mitigates the impact (λ2).

with LQR controller is −4.84 rad/s compared to −1.48 rad/s
of contact-aware policy which also demonstrates that contact-
aware policy is reacting better to the falling pole as expected.

We examine a specific trial (Figure 21) where the dif-
ferences between the pre-impact states are 0.01, 0.02, 0.2
and 0.01 for x1, x2, x3, x4 respectively. Over the 50 ms
impact period, change in the cart velocity with contact-aware
controller is 2.2 m/s higher than LQR. Similarly, the change
in angular velocity of the pole is 3.01 rad/s more than LQR.
As shown in Figure 21, as soon as the impact event with the
left wall starts the contact-aware policy tries to push the cart
in the positive direction in order to catch the falling pole and
stabilizes the system unlike LQR.

b) Experiment 2: In the first experiment, we created a
consistent initial condition across all trials. Here, we introduce

Fig. 22. Experiment 2 - Distribution of initial conditions where blue represents
contact-aware policy trials and red represents LQR trials.

random perturbations to cover a broader range of initial condi-
tions. As with the first experiment, the goal of the initialization
process is to create conditions which initiate contact. First, the
system is balanced at the origin. Then, we apply a control
input8 briefly to ensure that pole is close to impacting the left
wall with a relatively high speed. Next, we apply a random
input disturbance with uniform distribution ud ∼ U [5, 10] for
100 ms. We repeat this experiment 10 times for each LQR
and contact-aware policy (with same seeds). After the random
input disturbance is applied, the states are distributed as shown
in Figure 22.

Out of the 10 trials, the LQR controller failed in 5/10 of the
trials whereas the contact-aware policy was always successful.
In Figure 23, we demonstrate that the contact-aware policy
ends up with a lower cost-to-go than LQR after the impact
event. Note that LQR cost-to-go is a useful metric, more so
than the 2-norm, since it represents an approximate cost to
complete the stabilization task.

c) Experiment 3: After the impact event, the walls os-
cillate back and forth which causes oscillations in sensor
readings as shown in Figure 24. In this experiment, we do not
apply a threshold to the sensor readings. This enables pure
feedback on sensor measurements, rather than heuristic-based
thresholds or slow/inaccurate mode detection (where the state-
of-the-art takes 4-5 ms [68]) that purely hybrid approaches
utilize. Hence, we repeat the procedure in Experiment 1 and
observe that the controller is successful in stabilizing the
system (Figure 25) even without heuristic-based thresholds.
In Figure 26, model is simulated (as in Section VI-A) starting

8We apply the control input u = K(x − xs) where xTs =[
0 0.5 0 0

]
for 0.5 seconds and switch back to xTs =

[
0 0 0 0

]
.
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Fig. 23. Experiment 2 - LQR cost-to-go for all trials during the impact event
(impact events are aligned for all trials). Blue represents contact-aware policy,
red represents LQR, solid lines represent the respective means and shaded
regions represent standard deviation. Contact-aware cost-to-go surpasses LQR
cost-to-go as the impact starts due to the aggressive tactile feedback but
contact-aware policy ends up with a lower cost-to-go after the impact event.

from the an initial condition obtained from the experiment
and contact-aware policy stabilizes the system whereas LQR
fails. This demonstrates that simulations capture the system
qualitatively.

VIII. CONCLUSION

In this work, we have introduced a controller that can utilize
both state and force feedback. We have demonstrated that
combining linear complementarity systems with such tactile
feedback controllers might result in an algebraic loop, and
discussed how one can break such algebraic loops.

We have proposed an algorithm for synthesizing contact-
aware control policies for linear complementarity systems
with possibly non-unique solutions. For soft contact models,
we have shown that pure local, linear analysis was entirely
insufficient and utilizing contact in the control design is
critical to achieve high performance. For systems with non-
unique solutions, we have proposed a polynomial optimization
program that can find matrices that map non-unique contact
forces into a unique value, and used such mappings in our

Fig. 24. Experiment 3 - The oscillations in sensor readings (λ2) that are
caused by the impact event and the corresponding control action without
heuristic-based thresholds.

Fig. 25. Experiment 3- Trajectory with contact-aware controller without any
heuristic-based thresholds.

controller design algorithm. We have shown the effectiveness
of our method on quasi-static friction models.

Furthermore, the proposed algorithm exploits the comple-
mentarity structure of the system and avoids enumerating
the exponential number of potential modes, enabling effi-
cient design of multi-contact control policies. Towards this
direction, we have presented an example with eight states
and ten contacts. In addition to incorporating tactile sensing
into dynamic feedback, we provide stability guarantees for
our design method and we have verified our method on an
experimental setup.

The algorithm requires solving feasibility problems that
include bilinear matrix inequalities and we have used PENBMI
[62]. For the examples presented here, except the last one, the
runtime of the algorithm was short and we found solutions to
the problems relatively quickly. On the other hand, it is impor-
tant to note that for some parameter choices and initializations,
the solver was unable to produce feasible solutions.

Interesting future work in this area will be using the
controller presented here in physical experiments. We consider
a hierarchical control framework where the tactile feedback
policy is the higher level controller working together with a
lower level controller to achieve a specified task. In addition,
we intend to extend these algorithms to more complex tasks.
For example, quasi-static models [23] where the matrix F
depends on the generalized coordinates q. Another direction
is designing controllers for systems where there are bilinear

Fig. 26. Experiment 3- Simulation results (as in Section VI-A) where we
simulate forward from a state obtained from the experiment. Simulation
captures the system response qualitatively as LQR is unstable and contact-
aware policy is successful.
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terms (xiλj) in the dynamics, since we believe that bilinear
terms are important when locally approximating a certain
class of non-smooth systems. Also, works such as [24] draw
connections between compliant and rigid contact models.
Such approaches can help analyzing the controllers designed
in this work for a range wider range of models. Lastly, it
may be possible to increase the application of our method
by utilizing non-monotonic and almost-decreasing Lyapunov
functions [36].

APPENDIX A

Next, we present the matrix inequalities in (15) and (16)
explicitly. We can represent (15) as:

T1 − ST1 W1S1 −
1

2
(S2,1 + ST2,1) � 0,

T2 + ST1 W2S1 +
1

2
(S2,2 + ST2,2) � 0,

where Wi are decision variables with non-negative entries,
Ji = diag(τi) where τi are free decision variables, and

T1 =

P − γ1I Q p/2
∗ R r/2
∗ ∗ z

 , T2 =

P − γ2I Q p/2
∗ R r/2
∗ ∗ z

 ,
S1 =

E F c
0 I 0
0 0 1

 , S2,i =

 0 0 0
JiE JiF Jic

0 0 0

 .
We can represent (15) as:

T3 + ST3 W3S3 +
1

2
(S4 + ST4 ) +

m∑
i=1

1

2
(S5,i + ST5,i) � 0,

where Wi are decision variables with non-negative entries,
Ji = diag(τi) where τi are free decision variables and ζ5,i =
diag(θi) where θi are zero everywhere expect the ith entry
which is a free variable and (T3 is symmetric)

T3 =


PA+ATP PD +ATQ Q AT p/2 + Pa 0 0

∗ DTQ+QTD R QT a+DT p/2 0 0
∗ ∗ 0 r/2 0 0
∗ ∗ ∗ pT a 0 0
0 0 0 0 0 0
0 0 0 0 0 0

 ,

S3 =

E F 0 c 0 0
0 I 0 0 0 0
0 0 0 1 0 0,

 ,

S4 =


0 0 0 0 0 0
J3E J3F 0 J3c 0 0

0 0 0 0 0 0
J4EA J4ED J4F + J5 J4Ea J4 J5

0 0 0 0 0 0
0 0 0 0 0 0

 ,

S5,i =


0 0 0 0 0 0
0 0 0 0 ζ7,i 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 ζ8,i

ζ9,iE ζ9,iF 0 ζ9,ic 0 0

 .

APPENDIX B
We present the two polynomial optimization problems. The

first one is regarding Proposition 15:

find w, η, pki , p
k
i,j , s

k
i (39)

subject to φ1(λ1,λ2, q) ≥ 0,

φ2(λ1,λ2, q) ≥ 0,

and the second one considers the optimization problem in (27):

min
w,η,pki ,p

k
i,j ,s

k
i

rTNTw (40)

subject to φ1(λ1,λ2, q) ≥ 0,

φ2(λ1,λ2, q) ≥ 0,

|wi| ≤ 1, ∀i, η ≥ 0,

where the functions φ1 and φ2 are defined as

φ1(λ1,λ2, q) = (η + wT (λ1 − λ2))(λT1 λ1 + λT2 λ2)

+
∑
i

p1
iλ1,i +

∑
i

p2
iλ2,i +

∑
i

∑
j

p3
i,jλ1,iλ1,j

+
∑
i

p4
i (qi + FTi λ1) +

∑
i

p5
i (qi + FTi λ2)

+
∑
i

∑
j

p6
i,j(qi + FTi λ1)(qj + FTj λ2)

+
∑
i

∑
j

p7
i,j(qi + FTi λ2)λ1,j

+
∑
i

∑
j

p8
i,j(qi + FTi λ1)λ2,j

+
∑
i

s1
iλ1,i(qi + FTi λ1)

+
∑
i

s2
iλ2,i(qi + FTi λ2),

where pki , p
k
i,j are non-negative variables (sum-of-squares

polynomials), ski are free variables (polynomials with no
restriction) and

φ2(λ1,λ2, q) = (η − wT (λ1 − λ2))(λT1 λ1 + λT2 λ2)

+
∑
i

p9
iλ1,i +

∑
i

p10
i λ2,i +

∑
i

∑
j

p11
i,jλ1,iλ1,j

+
∑
i

p12
i (qi + FTi λ1) +

∑
i

p13
i (qi + FTi λ2)

+
∑
i

∑
j

p14
i,j(qi + FTi λ1)(qj + FTj λ2)

+
∑
i

∑
j

p15
i,j(qi + FTi λ2)λ1,j

+
∑
i

∑
j

p16
i,j(qi + FTi λ1)λ2,j

+
∑
i

s3
iλ1,i(qi + FTi λ1)

+
∑
i

s4
iλ2,i(qi + FTi λ2),

where pki , p
k
i,j are non-negative variables (sum-of-squares

polynomials), ski are free variables (polynomials with no
restriction).
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